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1 Overview of Schauder Theory

1.1 Main theorems of Schauder theory

Schauder theory can be summarized as “Hoélder-based elliptic regularity theory.” Here are
some of the main theorems.

Theorem 1.1 (Shauder, interior regularity, divergence form). Let U be an open subset of
RY, and suppose that Pu = f, where Pu = —0;(a?*Oyu), a = M, and a € C*=12(T),
Assume that u € C*(U) (withk > 1 and 0 < o < 1) and f € C*¥=22U) (if k = 1, we
assume that f = fO + Z;-lzl 0jf7 with O, f7 € C*¥(U)). Then for all V. CC U, there
exists a constant C = Cy, such that

[uller.evy < Clllullcowy + [ fllor-2.0)-

(If k =1, we define | fllg-1.o == | fllcon + S5 1]l coa-)

Remark 1.1. We omit the b7 + Oju+ cu parts because they can be easily added, and they
are generally dealt with on a case-by-case basis to determine what regularity you need for
b and c.

Theorem 1.2 (Schauder, interior regularity, non-divergence form). Let U be an open subset
of RY, and suppose that Qu = f, where Qu = —a?*9;0,u, a = M, and a € C*=22(T),
Assume that u € CH(U) (with k > 2 and 0 < a < 1) and f € C*=2%(U). Then for all
V CC U, there exists a constant C = Cy such that

[ullor.ovy < Clllullcowy + | fller-2.0)-

Definition 1.1. We say that U has C*® boundary if for all z € OU, there exists an
r > 0 such that (after possibly rearranging the axes)

UNB.(z)={y e Br(z):y" >, ...,y4 )y e Ck}.



Theorem 1.3 (Schauder, boundary regularity, divergence form). Assume the same hy-
potheses in the interior divergence form theorem, and assume that OU is C** and U is
bounded. Take Pu = f with the boundary condition u|sgy = 0. Then there exists a constant
C such that

|ull ok iy < Clllullcowy + 1 Fller-2.0))-

Theorem 1.4 (Schauder, boundary regularity, non-divergence form). Assume the same
hypotheses in the interior non-divergence form theorem, and assume that OU is C* and
U is bounded. Take Qu = f with the boundary condition ulgy = 0. Then there exists a
constant C such that

[ullorewy < Clllullcowy + ([ fller-2ew))-

1.2 Overall strategies of the proofs

Here are strategies to prove these theorems.

Interior:

1. Prove the result in the constant coefficient case (a?* constant).

2. Prove the general case using the constant coefficient case by the method of
freezing the coefficients: Elliptic regularity is local, so we can split the space
into small balls and prove the statement on each ball. The regularity of a/*
allows us to approximate the general problem by constant coefficient problems.

Boundary:

0. Locally straighten the boundary to reduce to the case of half balls.

142. Use the same method as for interior regularity. Step 0 makes the relevant
constant coefficient problems be the half-space case.

We will provide two proofs for the constant coefficient case:
A. Littlewood-Paley theory proof

B. Compactness + contradiction proof.

1.3 Littlewood-Paley proof of Schauder estimates

Theorem 1.5 (Constant coefficient Schauder estimate). Let Pu = —0; (aé’kﬁku) = —ag’kajﬁku,
where ao’k is constant on R, and ag = \. Assume that |af)’k| <A, where A > X\ > 0. For
ue CERY) and f € C*2%(RY) such that Pu = f,

ullor.amay < Cllfllor-2.0(ma)-



Let us emphasize that we assume that u has compact support. We will focus on the
case k = 2.

Definition 1.2. Define

X<k(€) = x<0(¢/2"),
Xk(€) = x<i41(§) — x<k(§)  (sosuppxi € {€:2% <[] <282},

The Littlewood-Paley projections are

Pyo = F 1 (x1(£)0), Py = FH (x<k(€)0).

Observe that for all v € §'(R%),

v = P<pv+ Z Ppv.
k>ko

If v satisfies certain regularirt conditions in the same norm, P<j,v — 0 as kg — —o00. Note
that |¢| ~ 2% on supp xs.

Lemma 1.1 (Littlewood-Paley characterization of C%%(R%)). Let v € C%*(R?). Then

v(x) —v
[v]co,e = sup [o(@) = v(y)] ~ sup 28| Py || poo -
— (03
3;’2 “T y' keZ
a#y

Here is the proof of this lemma:

Proof. (2): Both seminorms are invariant to scaling, so it suffices to consider &k = 0. So
we just have to show that

| Pov| < [v]co.a.

Since f)\éo(y) dy = 0 iff x0(0) =0,

Pov = / Yol — y)v(y) dy = / Yolz — ) (v(y) — v()) dy



\/ (0%
< / Yol@ — )z — y|* dylv]con.

fixed S(R?) function

(<): Whenever we work with Littlewood-Paley theory, we should think about what
scale we are working on. Let L = |z — g/, and choose kg so that L™ ~ 2k, Decompose

v(@) = v(y) = Pegyv(k) — Pgov(y) + Y Prv(z) — Pro(y)
k>ko

We can bound the latter two terms as

Y Perv| < D 1Pl

ka() oo k<ko

S Z 2_ka [’U]C’O,a

E>ko
~ L*v]co.a.
We can bound the first terms using the fundamental theorem of calculus:
|P<gov(z) — P<gov(y)] < |V P<pov|| oo L
< Y IVPwllz=L

k<kq
SLY 2275 ] 00

k<ko
~ DL o] 5 O

Now we can prove the theorem.
Proof. We have P(Pyu) — Py f, so
a*'¢;€Pou = P,f.

Since A[¢[% < ad’¢ ¢y,

. 22k /_\ 1 1 22k .
Pou= ———Pi[Xkmor = 751 —7— Xk Erf,
alt&;é, 22k 22k atg;E,

Mk (§)

where Y = 1 on supp xx and supp xx C {|¢| ~ 2¥}. Then
Pyu= 2", % Py f,

SO
| Peul| oo < C272F|| P f |1 < C272R7XR 1),

which completes the proof. O



1.4 Compactness and contradiction proof of Schauder estimates

Proof. Here are the steps:

1. Assume that the desired inequality fails. Then there exist aigk, Un, frn such that (after
normalization)

1

Pnun = fn7 [U/n]cQa - 17 [fn]CO,a S ﬁ

After translation, we may also ensure that for some 7, € R?,
|D2Un(77n) - DQUH(O” > cfnal®.
Using scaling, we can assume that |n,| = 1.

2. Another massaging: Define vy, () = uy () — 1y, (0) — 2Duy (0) — 222 D%, (0) to make
D?v,,(0) = 0. Then

P, = U, .]Zz — 0, [DQUN]COvO‘ =1, |D2Un(nj)’ > C.

3. Take the limit: Let a%’k — aé’f, ﬁl — 0, v, = v, and 1, = Neo. Then Pyov = 0 on
R?, while
[D?v] 0. < 1, D?v(ns0) # 0.

But now use Liouville’s theorem for P, (using Liouville’s theorem for the Laplace
equation) to get that D?v(ns) = 0, a contradiction. O
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